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Learning Objectives

e Describe parsing
strategies for a context
free grammar.

* Derive a parse tree
given a grammar and
string.

e Generate strings from a
grammatr.




Parsing

while (expression) {
statement;
if (expression) {

statement;
statement;

}
}

Is this code “valid”?

How can we formally represent or describe the
structure of the code or the relationships
between the different statements?



Definition
Context-free grammar can be defined by:

o A finite set of variables that represent
intermediate structures (variables) and
terminals, called V

o A set of rules, R, the relate variables to other
variables and/or terminals

A grammar

o A start variableSe T specifies
structure and

relationships...



Example

Let’s assume we have the following grammar...
V={1}

with the rule
S->{} [ {S}]SS

and S=S




Example

What can we derive from
this grammar...

S=>{S}
=>{{}}

To generate a string for
the grammar, start from

S and continue
substituting...




Terminology

Variable — a named intermediary
Terminal — end product

Rule — a structural relationship between one
variable and another.

Yields — application of one rule to a variable

Derives — a chain of rules exists to proceed from
variable to another variable and/or terminal.




Parsing

To check if a given string can generated by a
grammar, we can construct a parse tree ...

Assume the string is {H{ {H{} } ...
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Parsing

Revisit opening example...

Assume we have the following grammar...

V =wihile, ;, if, (, ), {, }, while_statement,
if statement, expression, statement

S = statement




Parsing

R, the substitution rules, are as follows

statement -> statement; statement |
while_statement | if statement | expression | €

while_statement -> while ( expression ) { statement }

if statement -> if ( expression ) { statement }




Parsing

while (expression) {
statement;
if (expression) {
statement;

statement;

Tokenize!

while|(lexpressior|)|{ statemenljif ( expression|) { statement;| statement;|} }



Parsing

Next, we know we need to start at the start
symbol, (ie, statement). From there, we scan
across the stream of tokens...

[ Place image! ]




Recursive Descent

This particular grammar has the advantage that

we can tell by looking at the first token which
rule we should apply!

This peek forward is called a ‘look ahead’. If only
one look ahead is needed the parsing can easily

be handled by a recursive descent parser.
Recursion to the rescue.




Asked and Answered

v'Since we have a parse tree for our snip of
code, we know that it is valid and conforms to
the grammar given.

v"We also know how to formally represent the
structure of the code (through the parse tree).




Programming Language

Now you know why a programming language is
call such ... it is specified by a grammar.

Technically, a programming language is
comprised of all the valid programs that could
be generated by the grammar that specifies it.
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